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Introduction

Introduction
Well -known from basic courses:

There is a one-to-one relationship between distribution function and
characteristics function

X — d-dimensional random vector

F(x) = P(X < x), x € R9 — distribution function

o(u) = E(exp{iu”X}), u € R9 - characteristic function

Statistical problems typically formulated in terms of distribution functions
and their parameters, therefore also in terms of characteristics functions.

o(u) = E(exp{iu"X}) = C(u) + iS(u) = E cos(u"X) + isin(u”X)
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Introduction

Recently, proposed and studied a number of statistical procedures
employing empirical characteristics functions for various setups

e goodness-of-fit tests,

e model specification tests

e tests for detection of changes

e with and without nuisance parameters

e mostly for univariate case, here we focus on multivariate setups

e The overview paper published by S. Meintanis (2016).
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GOF

Goodness-of-fit tests shortly, simplest formulation
X1,...,X, are i.i.d. random variables with d.f. F

Ho : F = Fo for a given Fy  against Hy : Hp is not true

More often:

Hg : F € F, F a system of distributions, typically depending on
parameters-nuisance parameters

Kolmogorov-Smirnov type tests

Test procedures are based on empirical distribution functions

Fa(x) = Z {X; <x}, xeR

j=1
Kolmogorov-Smirnov test: sup,cp |Fa(x) — Fo(x)|
Cramér-von-Mises test: [ . |Fs(x) — Fo(x)|>dFo(x)
Anderson-Darling test: [ |Fa(x) — Fo(x)Pw(x)dFo(x)
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GOF

Advantage: if Fgy is continuous the distribution of KS and CVM under Hy
does not depend on Fy (distribution free test statistics)

Similar problem:

(i) Hy: distribution F is symmetric (F(x) = 1 — F(x)Vx)

(ii)two sample tests— two independent samples, we are testing that they
have the same distribution

(iii) independence tests
(iv)change-point tests

Fo depends on nuisance parameters, particular cases
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Empirical characteristic function based procedures
Xi,...,X, —i.i.d. random variables

Testing problem Hy versus H; can be equivalently expressed as
Ho 1 v = g for a given g versus Hj : Hp is not true
o(u) = Eexp{iuXj}, u € R — characteristic function(CF)

@n(u) = £ 377 exp{iuX;}, u € R — empirical characteristic
function ( ECF)

Test statistic:

To(w) = /R () — po(u) Pw(u)du

w(-)- weight function (usually, nonnegative, symmetric)
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Something from the history

H. Cramér (1946) — classical book, empirical characteristic function
mentioned

Feuerverger and Mureika (1997), Annals of Statistics

Sandor Csorgé (1984) — Proceedings of Asymptotic Statistics, 1984,
Praha

Ushakov (1999) — Selected Topics in Characteristics Functions (book)

Meintanis ( 2016), South African Statistical Journals — survey paper with
discussions

More general setup:
Klebanov (2005)- book — N-distances and Their Applications
Procedures based on probability generating function - Hudecova

Rizzo and Székely et al (2010,...)
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Two-sample procedures based on characteristic function

Two-sample procedures based on characteristic function

Y1,..., Y, —independent p-dimensional random vectors
F; — distribution function of Y
Testing problem

HO ZFl ::Fn
Hi-FA=...=Fn#Fpp1=...=F, for m < n,
Fi and F,, are unknown, m - known.
m(n—m N
Toem(w) = ) [ 50 0) = 60 (P wt)at
n RP
w(-) — a nonnegative weight function

Pm(t) and $°_, (t) — empirical characteristic functions based on
Yi,....Y¥pand Yi1,...,Y,, respectively, i.e.

~ 1¢ , 1O :
Pm(t) =7 D _ep{it Y} G pt)=—— > exp{it’Y;}
J=1 Jj=m+1
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Two-sample procedures based on characteristic function

Direct calculations give:

Toenl) =" [ (2 U0 - 2 Y um) wier
=1 j=m+1
:’"( (iz ST (YY) o m)2 Yo W(Yi-Y)
Jv=1 Jj,v=m+1
Zm: Z (Y —Y,) )
J 1 v=m+l1

Ui(t) = cos(tTY;) +sin(tY;), I,(x) = / cos(u’ x)w(u)du
RP
possible choice of w(-):

wa(u) = exp{~[lu[|*}, a>0

L) = (3)” expl-allull (42}
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Two-sample procedures based on characteristic function

Simple characteristic

%Z ji( —1 m Z Uj(t))Q
= Jj=m+1
_ vl | wrUY) gy )  pyyq0):

m n—m

It simplifies under the null hypothesis

e for testing - null hypothesis rejected for large values of test statistic

e approximation for critical values— either simulation of the limit
distribution with estimated covariance, or some bootstrap
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Two-sample procedures based on characteristic function

Theorem 1 Let Y1,Y5,... be a sequence of i.i.d. p-dimensional r. v.
with finite second moment, let m,/n — 6y € (0,1) and w(-) be a
nonnegative measurable weight function defined on R? such that

w(u) =w(-u), YueR? 0< [ [juf’w(u)du<oco. (1)
RP
Then for (m,n — m) — oo,

Tmn-m(w) =9 [ V3(t)w(t)dt,
JRP
{V(t);,t € RP} — Gaussian process with zero mean and covariance

structure
cov(V(t1), V(tz2)) = cov(Uj(tr), Uj(t2))

e consistent test

1

2
= Tomn-m(w) =7 (1 - 00)90/
n RP

po(t) — °(t)| w(t)dt,
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Detection of a change (independent observations)

Detection of a change for independent observations
{X;, t=1,2,..., T} — a sequence of random vectors of dimension p
X; has the distribution function (DF) F;,1 <t < T.
Classical change-point detection problem
Ho Fr=Fyforallt=1,..., T, vs.
Hi:Fe=Fo, t <ty F,=F° t>to,

Fo # FO and t, are unknown

The null hypothesis equivalently formulated via characteristic functions:

Ho:pe =g forallt=1,..., T, vs.

Hi e = o, t < to; pr = ¢, t > to,

©¢(u) := E(e %) the characteristic function (CF) of X,
o, ¥°, tg — unknown

Hlavka, Hugkova and Meintanis Charles University, Prague and National and Kapodistrian University, Athens

T mple and change-point procedures based on empirical characteristic functi higher dimension



Detection of a change (independent observations)

The proposed test is based on

0r) = max (U277 [ adu) - 640 wiwau

w(-) is a suitable weight function,

~v € (—1,1] is a tuning constant

-~ 1¢ iu”X ~t 1 iu” X
@t(u):?;e ) SO(U): T—t Z € )

T=t+1

the empirical CFs computed from Xg,...,X; and
X1,y Xy, t=1,..., T, respectively.

Large values indicate that the null hypothesis is violated.
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Detection of a change (independent observations)

Theorem 2 Let X1, X5, ... be a sequence of i.i.d. d-dimensional r. v.
with finite second moment, v € (—1,1] and w(-) be a nonnegative
measurable weight function defined on R? such that

w(u) = w(—u), YueRY 0< / [ull?w(u)du < cc. (2)
]Rd
Then, as T — oo,

Qron() S sup (s(1—s)) / (V(u,s) — sV(u, 1))2w(u)du,
s€(0,1) Rd

where {V(u,s); u € RY, s € (0,1)} is a Gaussian process with zero mean
and covariance structure

COV( V(Ul, 51), V(I.IQ7 52)) = min(sl, Sz)C(l.ll7 Uz),

C(u1,up) = cov( cos(uf X1) + sin(u] X1), cos(u] X1) + sin(u; X1))
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Detection of a change (independent observations)

e The one-dimensional setup in Hugkova and Meintanis (2006) with
differently formulated the limit distribution.

e An approximation of the related limit distributions are

(i) to estimate these quantities and then simulate the limit distribution
by Monte Carlo

(i) to apply a proper version of resampling.

e The same test statistics can be used for dependent observations (e.g.,
a—mixing), possible further extension to testing of no change in the joint
distribution of the vector (X, ..., X¢1q)’, for given g > 1.
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Detection of a change (independent observations)

e Behavior of Q7 () under alternatives.

Denote the CFs before and after the change by @g and ¢°, respectively,
and

Bo(u) = E(cos(u'Xt)+sin(u'Xt))7 1<t <ty

B°(u) = E(cos(u’Xt) + sin(u’Xt)>7 h+1<t<T.

Theorem 3 Let Xq,..., X+ be independent d-dimensional random
vectors and let Xy, ..., X; and Xy,41, ..., X7 have CF g and ¢°,
respectively. Let assumption (2) on the weight function w(-) be satisfied
and assume that ty = [ Tsg |, for some sp € (0,1). Then, as T — oo, for
s€(0,1)

MDLBJ,W B (min(s, s0)(1 — max(s, s5)))? /R (Bo(u) = B%(u))*w(u)d
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Detection of a change (independent observations)
(ee]

Change detection in VAR models

For fixed g > 0, assume that we observe p-dimensional X;, t=1,..., T,
coming from the VAR(q) model

q
Xe=> AXe j+er, (3)
j=1

{&:} — a sequence of (p x 1) i.i.d. random vectors (innovations) with
E(e;) =0, E(ere}) = . and E(e;el) =0, t # s.

{Aj. 71 = (p x p) square matrices with unknown elements
fulfilling the usual stability condition

det(T ZAZJ £0, |z] <1

Jj=1

, with I, denoting the identity matrix of dimension (p x p)
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Detection of a change (independent observations)
[ Je]

Several kinds of alternatives:

e changes in the parameters A;,

e changes in the correlation structure of X,

® a change in the shape of the conditional distribution of the innovation

Earlier work on change point detectors in the context of VAR models
includes Bai et al. (1998), Bai (2000), Ng and Vogelsang (2002), Qu and
Perron (2007), Dvorak and Praskova (2013), Dvorak (2015, 2016).

We consider the detection problem for model (3) where F; denotes the
distribution of g;, t >1
our test statistic will be based on corresponding residuals

q
Et = Xt — ZAthfj, (4)
j=1

A;,j=1,...,q,are VT consistent estimators of A;, j =1,...,q,

a set of starting values Xi_,, ..., Xg, exists.
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Detection of a change (independent observations)
oe

The criterion based on ar,w(’)’) is given by

Qrw(7) = 1rgnta<xT

Dt,w = /
R

~ 1< ~ .
Glu) =TI P = Y e ()
=1

t,w

(t( TT; t))2+v TA

Ge(u) — ' (u)

2
‘ w(u)du,

computed from €1,...,&; and €,41,...,€7, t =1,..., T, respectively.
Limit distribution under the null hypothesis does not depend the chosen
estimators Aj,j = 1,...,q. Similar limit properties as above- replacing
€j by Xj
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Detection of a change (independent observations)
e]

Similar as in two-sample problem Computations

Similar as in two-sample problem. We add

Recall- Henze and Wagner (1997) proposed weight function
w(u) = e—alul® 52> 0,

which leads to

o (x) = (E)“’/z o~ IxI/4a. (6)
a
where ||z|| = quﬂ 22 denotes the Euclidian norm of an arbitrary

vector z of dimension d.

Matteson and James (2014), motivated by Székely and Rizzo (2005),
suggest /,,(x) is given by

w(x) = /Rd(l — cos(u’x))w(u)du,

with weight function w(u) = 1/(C||u||?*2), where C is a fixed known
constant depending on d and a.
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Detection of a change (independent observations)
L]

Székely and Rizzo (2005) showed /,(x) = ||x]|?.
0 < a < 2, and Matteson and James (2014) include the extra assumption
of finite moment of order a € (0, 2) for the underlying random variable.

This leads to
Qruw) = min () T, ™)
where
1< 1 .
Viw =15 2 Xe ol "+ 52 > IXesl- Z Z X,
r,s=1 Ts=t+1 r=1s=t+1

(8)
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Detection of a change (independent observations)
®000000
Simulations and real data

Simulations

The setup of the simulation study has been inspired by Dvofdk (2015):

_ (05 02 (1
Al_(o.z 0.1)’ and ze_a(p 1)’

with the parameter o controlling the scale and the parameter p the
correlation, distributions of the random error terms:

multivariate normal (N),

multivariate tgr with df degrees of freedom,

multivariate X2 with df degrees of freedom.
All distributions are standardized, i.e., E(e;) = 0 and E(e;e}) = Z..

The multivariate normal and ty¢ distributions were simulated using R
library mvtnorm (Genz et al, 2014; Genz and Bretz, 2009).

The multivariate 2, distribution was simulated according to Minhajuddin
et al (2004).

Test statistic Q7 () with the weight function w(u) = e?lul* 5> 0.
The VAR coefficients are estimated using OLS method.
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Detection of a change (independent observations)
O®00000

Simulations and real data

Empirical level

Table : Empirical level (in %) for five error distributions (v = —0.5).

T = 200 T=400
Y a o« N &5 ta x5 xa N Bt x5 xi
00l 09 08 06 11 09 12 07 14 13 13
1 005 33 39 49 49 42 49 45 54 41 51
010 7.9 99 103 102 96 9.8 9.9 11.0 8.2 11.0
001 10 05 03 09 10 08 13 15 15 06
—05 2 005 46 37 54 51 53 43 48 54 45 41
010 98 81 108 9.9 9.8 11.0 9.8 102 10.0 7.9
001 10 13 06 11 10 10 11 05 11 14
3 005 50 42 44 50 38 56 47 43 56 49
0.10 104 82 92 98 93 91 96 112 109 99
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Detection of a change (independent observations)
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Simulations and real data

Empirical level

Table : Empirical level (in %) for five error distributions (y = 0).

T = 200 T=400

Y a o« N &5 ta x5 xa N &5 & X3 xi
001 12 07 08 09 13 09 12 06 10 08

1 005 46 47 36 39 64 52 43 36 55 32

0.10 103 88 85 83 116 108 7.5 7.8 11.7 75

00l 16 11 05 10 11 12 09 16 1.0 12

0 2 005 64 44 50 47 49 52 45 49 44 45
010 11.9 79 90 86 100 93 88 87 84 102

001 10 09 15 10 10 1.0 09 09 13 09

3 005 58 51 51 42 46 50 50 51 62 52
0.10 10.8 89 10.8 87 104 99 11.1 9.8 10.6 11.2
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Detection of a change (independent observations)
0O00@e000

Simulations and real data

Empirical level

Table : Empirical level (in %) for five error distributions (v = 0.5).

T = 200 T=400
Y a o« N &5 ta x5 xa N Bt X3 xi
00I 09 07 05 1.0 10 15 14 11 07 1.0
1 005 52 38 55 43 52 52 48 53 48 49
0.10 10.0 84 108 93 99 104 95 103 95 9.1
00l 06 06 12 11 09 08 07 11 14 08
05 2 005 47 44 55 53 52 37 36 40 53 50
0.10 11.0 9.2 11.4 10.0 10.7 86 88 99 89 11.0
00l 08 06 08 13 08 09 07 15 12 13
3 005 38 43 52 59 50 46 43 60 57 40
010 83 89 109 108 9.8 86 9.4 10.6 120 82
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Detection of a change (independent observations)
0O000@00

Simulations and real data

Empirical power
the power of the change—point test with respect to changes in the error

distribution.

the distribution before the change—point to = 79T is bivariate normal
with the variance matrix X defined in the previous section with o7 =1
and p; =0.2
types of change:

change in scale (the parameter o3 = 1 changes to o, = 2),

change in correlation (the parameter p; = 0.2 changes to p, = 0.6),

change in distribution (normal distribution changes to t; or x3).
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Simulations and real data

Table :

Detection of a change (independent observations)

0O0000e0

Empirical power (in %) for several types of change in the error

distribution with changepoint to = 79 T. The symbol x denotes 100%, a = 2.

o1 — 02 p1 — P2 Nt N = xi
T m ~v-05 00 05-05 0.0 05-05 0.0 05 —-05 0.0 05
0.1 37.020.6 194 47 59 45 57 44 47 68 48 5.1
200 0.2 08.7974916 49 52 73 6.8 6.3 53 100 95 97
0.5 % 99.9 x~ 92 79 87 89 7.2 8.6 19.0 20.0 20.5
0.8 99.4 98.0 950 64 59 49 59 6.6 57 11.3 9.2 8.1
0.1 06.7 645 434 56 57 50 66 55 68 89 64 74
400 0.2 * * ~ 63 6.0 5.1 87 84 6.8 18.4 14.1 13.0
0.5 * * * 11.4 12.7 13.4 13.1 129 16.9 36.8 37.5 40.2
0.8 * * x* 7.7 51 69 6.7 7.6 69 15.2 147 11.4
0.1 *x~97.1 740 65 53 6.1 58 49 55 115 86 6.7
600 0.2 * * * 8.2 83 6.2 11.410.0 7.7 24.4 215 19.7
0.5 * * *x 15.5 19.6 20.3 18.6 21.4 21.7 50.2 57.0 56.6
0.8 * * ~ 88 76 7.1 77 79 7.9 218 20.1 185
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Detection of a change (independent observations)
000000

Simulations and real data

The test has good power against changes in the variance of the random
errors.

The empirical power against other types of alternatives is much lower.

With T = 600 observations, the test rejects the null hypothesis of no
change with probability 20% for the change in the correlation of random
errors and for the change from Normal to t; distribution.

The probability of detecting the change from Normal to x3 distribution
with the same number of observations is approximately 50%.

Concerning the choice of the parameter ~, it seems that v = 0.5 works
somewhat better for changes occurring in the center of the time series
(70 = 0.5) and v = —0.5 works somewhat better especially for changes
occurring earlier. In our opinion,

the value v = 0.0 provides a reasonable compromise.
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Detection of a change (independent observations)
o0

Real data analysis

Real data analysis

We apply the proposed test on the bivariate time series consisting of
monthly log returns of IBM and S&P500 from January 1926 until
December 1999 (Tsay, 2010).

This data set has been already investigated in Dvofak (2015, Section
3.6), who considered VAR(5) model and identified a change in its
parameters in December 1932.

Looking at the time series (T = 888) and applying the proposed test
with parameters a = 2 and v = 0, we also reject the null hypothesis of no
change (p-value= 0.0045), estimated change point only in 1990.

Table : p—values for monthly IBM and S&P500 log returns for seven decades.

decade 1930s 1940s 1950s 1960s 1970s 1980s 1990s
p-value 0.2380 0.1595 0.8590 0.4740 0.2430 0.4245 0.0185
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Real data analysis

logarithm of IBM stock returns Scatterplot of sample data
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Two-sample problem in high

Two-sample problem in higher dimension

Extension of on finite dimension two-sample problem to high dimension,
functional data.

Xi,...,Xn, and Yq,..., Y, — two sequences of independent of random
functions on (0,1), X; = {X;(t); t € (0,1) , Y; ={Y;j(t); t € (0,1)
Xi,..., Xy, areii.d are random function on (0, 1),

Y1,..., Y arei.id are random function on (0,1)

Our interest is to test that all random functions have the same
distribution but we we start with subproblems:

Equality of marginal distributions
Hg = ox (1) = oy, ny(u), Vte(0,1), ue R

where ¢x;(;)(u) — characteristic function of Xj(t) at u, the null
hypothesis concerns only marginal distributions

Hlavka, Hugkova and Meintanis Charles University, Prague and National and Kapodistrian University, Athens

Two-sample and change-point procedures based on empirical characteristic functions in higher dimension



Two-sample problem in high dimen

Parallel to classical two-sample problem we introduce the test statistic:

D, = /(;1 ( /R1 W(u)du)dt,

Px(e)( Zexp{/X b Py Zexp{lY

~

Bxio ) - saym(u)f

Under the Hg for m/n(nl, ny) — 0o, ni /(M + ) — 9 €(0,1)

1
(m + n2)Dy, —d 9(11_0)/0 /Rl(Vg(t, u))2w(u)du

{Vo(t,u), t € (0,1), u € R} is a Gaussian process with zero mean and
covariance structure
If observations obtained only in discrete time points

t=j/mj=1....m
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Two-sample problem in high dimen

Version based on simultaneous characteristic functions at discrete points

~ 1N R 2
Ay (m) = / m Z “PX(tl ..... tm)(U) — PY(ty,..., tm)(U)’ w(u)du,
" =1
n m
Bx(trntmy (W) = — Y exp{i Y Xj(t,)u,}
j=1 v=1
1 ny m
@Y(tl,...,tm)(u) = nig Zexp{iz Yi(t,)uy }
j=1 v=1

X(tr, .o tm) = (X(t2), -, X(ta) ", Y(ta,) = (Y(t1),.- -, Y(tm)".

Notice that 27:1 X;(t,)u, is a scalar of product X(t1,. ;) and
(u1y-e ey um)
The question is the choice of weight function w(---)?77?

Hlavka, Hugkova and Meintanis Charles University, Prague and National and Kapodistrian University, Athens

Two-sample and change-point procedures based on empirical characteristic functions in higher dimension



Two-sample problem in high dimen

Computational version:

Ay (m) = iz D> h(Xs = Xy) + ,715 > (Y=Y

possible choose: 1,(z) = exp{—%zT}Zglz} with X, > 0 -symmetric

o(tj, t,) = min(t;, t,) — Wiener process behind it

or
o(tj, t,) = exp{—|tj — t,|/2} - Ornstein-Uhlenbeck process behind it

or
matrix related to covariance matrix of X;(t1,...,tn) and Y;(t1,..., tm)

Charles University, Prague and National and Kapodistrian University, Athens
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Simulations and application

Simulations

Test for marginal distributions

o= (),

with w(u) = e=alul’ 5> 0 (denoted by o
Test for simultaneous distributions

Ox(r)(u) — Qy(t)(u)rw(u)du) dt,

~ 1 <N N 2
Aw(m):/Rm;Z“PX(tl,...,tm)(U)—@Y(th..‘,tm)(“)’ w(u)du,
j=1

also a small comparison with tests by Horvath and Rice (2013)

Application: Australian Temperature Data

224 weather stations across Australia

monthly mean maximum temperatures in degrees Celsius

four periods: 1914 to 1933 (period 1), 1934 to 1953 (period 2),
1954 to 1973 (period 3), 1974 to 1993 (period 4)

Hlavka, Hugkova and Meintanis Charles University, Prague and National and Kapodistrian University, Athens
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Simulations and application

Table B.1: Probability of rejection for the ECF test D, at 5% significance based on 1000 permutations when sample noise is equidistributed

between the two groups

Sample Size  Time Points Distance Parameter: 6

ny=ny m 0 0.2 0.4 0.6 0.8 1 2

a=05
15 20 0.038 0.061 0.078 0.218 0.634 0.922 1
100 0.050 0.034 0.116 0.618 0.982 1 1
25 20 0.058 0.052 0.13 0.406 0.908 1 1
100 0.064 0.044 0.238 0.918 1 1 1
50 20 0.054 0.052 0.192 0.854 1 1 1
100 0.040 0.062 0.522 1 1 1 1

a=1

15 20 0.058 0.048 0.082 0.242 0.652 0.966 1
100 0.046 0.086 0.136 0.670 0.996 1 1
25 20 0.050 0.062 0.120 0.462 0.958 1 1
100 0.036 0.076 0.252 0.946 1 1 1
50 20 0.066 0.054 0.206 0912 1 1 1
100 0.056 0.046 0.600 1 1 1 1

sample and change-point procedures based on empirical characteristic functions in higher dimension
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Simulations and application
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Figure B.1: Probability of rejection for the ECF test Dy, at 5% significance based on 1000 permutations when sample noise is equidistributed
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Simulations and application

Table B.5: Probability of rejection for the ECF test W,,,», @ = 1, and the HKR method at 5% significance with m time points

m=10 m=30
delia ECF HKR ECF HKR
0.0 0.052 0.0 0.048 0.061
0.1 0.058 0.0 0.078 0.071
0.2 0.098 0.0 0.096 0.108
0.3 0.122 0.0 0.132 0.174
0.4 0.206 0.0 0.188 0.246
0.5 0.268 0.0 0.284 0.331
0.6 0.358 0.0 0.382 0.448
0.7 0.470 0.0 0.498 0.530
0.8 0.578 0.0 0.610 0.665
0.9 0.634 0.0 0.712 0.751
1.0 0.770 0.0 0.800 0.811
1.1 0.812 0.0 0.854 0.889
12 0.910 0.0 0.896 0.928
1.3 0.926 0.0 0.952 0.960
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Simulations and application

Table B.9: Probability of rejection for ECF test Ty, at 5% significance based on 1000 permutations when samples are Wiener process without

noise
Sample Size  Time Points Distance Parameter: 6
ny=ny m 0 0.1 0.2 0.3 0.4 0.5
15 15 0.060 0.060 0.190 0.270 0.410 0.570
25 0.050 0.090 0.150 0.420 0.520 0.640
25 15 0.040 0.140 0.180 0.410 0.650 0.700
25 0.050 0.080 0.330 0.530 0.630 0.760
50 15 0.060 0.090 0.460 0.670 0.930 0.950
25 0.060 0.160 0.480 0.670 0.830 0.920

10b.pdf
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Simulations and application

Table B.10: Probability of rejection for ECF test Ty, at 5% significance based on 1000 permutations when samples are Ornstein-Uhlenbeck

process without noise

Sample Size  Time Points Distance Parameter: §
ny=n m 0 0.1 0.2 0.3 0.4 0.5
15 15 0.045 0.065 0.145 0.250 0.370 0.550
25 0.055 0.095 0.210 0.355 0.570 0.590
25 15 0.045 0.095 0.175 0.355 0.625 0.720
25 0.060 0.115 0.285 0.490 0.815 0.840
50 15 0.060 0.140 0.325 0.670 0.890 0.930
25 0.050 0.140 0.405 0.700 0.810 0.890

11.pdf
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Simulations and application

Temperature Curvs n 1933 Tompartrs Curves n 1953
o
£ £
Temperature Curves n 1972

Figure B.4: Temperature curves for the 224 weather stations in 1933 (Top Left), 1953 (Top Right), 1973'(Bottom Left), 1993 (Bottom Right)
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Simulations and application

Table B.8: Probability of rejection for the ECF test Dy, @ = 1, of the pairwise tests based on the Australian weather data

Period Period P-value
1 2 0.0553
1 3 0.0519
1 4 0.0199
2 3 0.0521
2 4 0.0391
3 4 0.1296

9.pdf -
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