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Summary

In the presentation the comparison of estimation results for spatial and spatio-temporal small area 
model is presented. The analysis was conducted for income-related variables coming from the Polish 
Household Budget Survey and explanatory variables coming from the Polish Local Data Bank. The 
properties of EBLUPs (Empirical Best Linear Unbiased Predictors) based on spatio-temporal models, 
which utilize spatial correlation between neighbouring areas and historical data, were compared and 
contrasted with the EBLUPs based on spatial models obtained separately for each year and with 
EBLUPs based on the Rao-Yu model. The computations were performed using sae, sae2 and spdep
packages for R-project environment. In the case of sae package the eblupFH, eblupSFH, eblupSTFH
functions were used for point estimation together with mseFH, mseSFH and pbmseSTFH functions for 
MSE estimation. In the case of sae2 package eblupRY function was applied. The precision of direct 
estimators was determined using the Balanced Repeated Replication method. The results of the 
analysis indicate that for the implemented spatio-temporal small-area models visible estimation error 
reduction was achieved,  especially when significant space and time autocorrelations have been 
observed. The results are even  slightly better than those achieved by means of the Rao-Yu model. In 
the computations three author-defined functions were used, which allowed to perform the extract of 
random effects for spatial, spatio-temporal and Rao-Yu models and made it possible to obtain their 
decomposition with respect to spatial and temporal parts, what indicates the novelty of the paper. 
This comparison was carried out using choropleth maps for spatial effects and distributions of 
temporal random effects for considered years.
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Introduction

Statistical surveys are often designed to provide data that allow reliable 
estimation for the whole country and larger administrative units such as regions 
(in Poland – voivodships). However for more specific variables the overall sample 
size is seldom large enough to yield direct estimates of adequate precision for all 
the domains of interest. In such cases the inferences are connected with larger 
estimation errors which make them unreliable and useless for decision-makers. 
The estimation errors can be reduced, however, by means of the model- based 
approach. 
One of these techniques is the spatio-temporal EBLUP technique presented by 
Marhuenda, Molina and Morales (2013). It is based on the assumption that the 
spatial relationships between domains can be modelled by sum of two 
components: 
• the simultaneous autoregressive process SAR 
• time-related process described by AR(1) scheme. 
Moreover, when an evident correlation exists between survey and administrative 
data, also the bias of the estimates can be reduced.
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Objectives

In the presentation we compare several approaches to the 
spatial and spatio-temporal modelling implemented for small 
area estimation. In our opinion, spatio-temporal estimation 
can be useful with respect to the traditional EBLUP approach. 
Better efficiency of such models is expected due to taking into 
account spatial and time-related dependencies between 
domains. The models using time-related dependencies can 
additionally be helpful in the analysis of the dynamics of the 
observed phenomena, what can be supplementary related to 
the econometric models, including the panel models 
(Jędrzejczak, Kubacki (2016)).
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Small area estimation using spatio-temporal Fay-Herriot model

The methodology of spatio-temporal small area model was described in 
Marhuenda, Molina, and Morales (2013). It assumes, that the area parameter for 
domain d at current time t is estimated borrowing strength from the T time 
instants and from the D domains. 
Let 𝜃𝑑𝑡 represents the variable of interest determined for area d and time t where 

𝑑=1,…,𝐷, and 𝑡=1,…,𝑇. If the direct estimator of this quantity is denoted by  𝜃𝑑𝑡
𝐷𝐼𝑅, 

and the sampling errors can be expressed as edt and it is assumed that are 
independent and normally distributed with known variances , the spatio-
temporal model can be written as below.

 𝜃𝑑𝑡
𝐷𝐼𝑅 = 𝜃𝑑𝑡 + 𝑒𝑑𝑡

The above relationship is valid for all considered d and t. This equation can be 
expressed also using the model which incorporated the spatio-temporal 
relationships.

𝜃𝑑𝑡 = 𝐱𝑑𝑡
𝑇 𝛽 + 𝑢1𝑑 + 𝑢2𝑑𝑡
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Random effects in spatio-temporal Fay-Herriot model

Here Xdt represents the vectors of p auxiliary variables, dependent linearly with 
θdt with regression coefficients expressed as β. The area-time random effects can 
be expressed by (𝑢2𝑑1, … , 𝑢2𝑑𝑇)𝑇 and it is assumed that they are identically and 
independently distributed for each area, and is subject to the AR(1) process with 
autocorrelation parameter 𝜌2, that can be described as.

𝑢2𝑑𝑡 = 𝜌2𝑢2𝑑,𝑡−1 + 𝜖2𝑑𝑡 ,  where |𝜌2|<1 and 𝜖2𝑑𝑡 ~
𝑖𝑖𝑑 𝑁(0, 𝜎2

2)

The area-related random effects can be expressed by (𝑢11, … , 𝑢1𝐷)𝑇 and is
subject to the SAR process with variance parameter 𝜎1

2, spatial autocorrelation 
ρ1 and proximity matrix 
W = (wd,l), which can be obtained from an original proximity matrix W0, whose 
diagonal elements area equal to zero and the remaining entries are equal to 1 
when the two areas corresponding to the row and the column indices are 
considered as neighbor and zero otherwise. Then W is obtained by row-
standardization of W0, obtained by dividing each entry of W0 by the sum of 
elements in the same row. The area level random effects can be described as

𝑢𝑖𝑑 = 𝜌1  𝑙≠𝑑 𝑤𝑑,𝑙𝑢1𝑙 + 𝜖1𝑑, where |𝜌1|<1 and 𝜖1𝑑 ~
𝑖𝑖𝑑 𝑁(0, 𝜎1

2)
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Spatio-temporal model in terms of general mixed model

Using the stacking notations for vectors and matrices one can present the following 
relationships for the considered model

𝐲 =
𝑐𝑜𝑙

1 ≤ 𝑑 ≤ 𝐷
𝑐𝑜𝑙

1 ≤ 𝑡 ≤ 𝑇
 𝜃𝑑𝑡

𝑑𝑖𝑟 , 𝑿 =
𝑐𝑜𝑙

1 ≤ 𝑑 ≤ 𝐷
𝑐𝑜𝑙

1 ≤ 𝑡 ≤ 𝑇
𝑥𝑑𝑡

𝑇

𝒆 =
𝑐𝑜𝑙

1 ≤ 𝑑 ≤ 𝐷
𝑐𝑜𝑙

1 ≤ 𝑡 ≤ 𝑇
𝑒𝑑𝑡 𝒖𝟏 =

𝑐𝑜𝑙
1 ≤ 𝑑 ≤ 𝐷

𝑢1𝑑 𝒖𝟐 =
𝑐𝑜𝑙

1 ≤ 𝑑 ≤ 𝐷
𝑐𝑜𝑙

1 ≤ 𝑡 ≤ 𝑇
𝑢2𝑑𝑡

Also one can define additionally 𝐙1=𝐈𝐷⨂𝟏𝑇 , where 𝐈𝐷, is the D x D identity matrix, 𝟏𝑇 is the 
vector of ones and has length T, and ⨂ is the Kronecker product, 𝐙2=𝐈𝑛, where n=DT is the 
total number of observations,𝐮 = (𝐮1

𝑇 , 𝐮2
𝑇)𝑇and 𝐙=(𝐙1,𝐙2). Using the notation presented 

above one can describe the general mixed model as follows

𝐲 = 𝐗𝜷 + 𝐙𝐮 + 𝐞

𝜹 = (𝜎1
2, 𝜌1, 𝜎2

2, 𝜌2) is the vector defined in terms of model variance components used in 
the model above. We can also use the following relationships for vector e related with 
direct estimation error: 𝐞~𝑁(𝟎𝑛, 𝛙) where 𝟎𝑛 denotes a vector of zeroes, that has the 
length n and 𝛙 is the diagonal matrix  𝜓 = 𝑑𝑖𝑎𝑔1≤𝑑≤𝐷(𝑑𝑖𝑎𝑔1≤𝑡≤𝑇(𝜓𝑑𝑡)).
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Covariance matrix of spatio-temporal model

Random effects can satisfy the following relationships, where the covariance matrix for 
the model G is used. It can be expressed as 𝐮~𝑁{𝟎𝑛, 𝐆(𝛅)}, and G can be expressed as 
the block diagonal matrix, that has the following form

𝐆 𝛅 = 𝑑𝑖𝑎𝑔{𝜎1
2𝛀𝟏(𝜌1), 𝜎2

2𝛀𝟐(𝜌2)}. 

Here we have the following relationships for matrices 𝛀1 and 𝛀2.

𝛀1 𝜌1 = {(𝐈𝐷 − 𝜌1𝐖)𝑇(𝐈𝐷 − 𝜌1𝐖)}−1

𝛀2 𝜌2 = 𝑑𝑖𝑎𝑔1≤𝑑≤𝐷{𝛀2𝑑(𝜌2)}

𝛀2𝑑 𝜌2 =
1

1 − 𝜌2
2

1 𝜌2 … 𝜌2
𝑇−2 𝜌2

𝑇−1

𝜌2 1 ⋱ 1 𝜌2
𝑇−2

⋮ ⋱ ⋱ ⋱ ⋮
𝜌2

𝑇−2 ⋱ 1 𝜌2

𝜌2
𝑇−1 𝜌2

𝑇−2 … 𝜌2 1

The covariance matrix for the full model (including the sampling error) can be expressed 
as

𝐕 𝛅 = 𝐙𝐆 𝛅 𝐙𝑇 + 𝚿
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BLUP estimator for spatio-temporal Fay-Herriot model

The vector β and the random effects u can be obtained using BLUP 

estimator  𝛃(𝛅) and the following equations, that uses X, G, V and Z
matrices.

 𝜷 𝛅 = {𝐗𝑇𝐕−1 𝛅 𝐗}−1𝐗𝑇𝐕−1 𝛅 𝐲

 𝐮 𝛅 = 𝐆 𝛅 𝐙𝑇𝐕−1(𝛅){𝐲 − 𝐗 𝜷(𝛅)}

Because 𝐮 = (𝐮1
𝑇 , 𝐮2

𝑇)𝑇, the second equation given above can be 
decomposed as follows

 𝒖𝟏 𝛅 = 𝜎1
2𝛀1(𝜌1)𝐙1

𝑇𝐕−1(𝛅){𝐲 − 𝐗 𝜷(𝛅)}

 𝐮2 𝛅 = 𝜎2
2𝛀2(𝜌2)𝐕−1(𝛅){𝐲 − 𝐗 𝜷(𝛅)}
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REML estimation method for spatio-temporal model

The Restricted Maximum Likelihood (REML) method uses maximization method 
for likelihood function, which corresponds to the joint probability density 
function as a vector of n-p linearly independent contrasts expressed as 𝐅𝐓𝐲
where F is the 𝑛×(𝑛−𝑝) full column rank satisfying the relationships 𝐅𝑇𝐅=𝐈𝑛−𝑝 and 
𝐅𝑇𝐗=𝟎𝑛−𝑝. From the previous conditions, the probability density function of the 
contrast vectors can be expressed as.

𝑓𝑅 𝛅; 𝐲 = (2𝜋)−(𝑛−𝑝)/2|𝐗𝑇𝐗|1/2|𝐕(𝛅)|−1/2|𝐗𝑇𝐕−1𝐗|−1/2exp −
1

2
𝐲𝑇𝐏 𝛅 𝐲

where P matrix satisfies the condition

𝐏 𝛅 = 𝐕−1(𝛅) − 𝐕−1(𝛅)𝐗{𝐗𝑇𝐕−1(𝛅)𝐗}−1𝐗𝑇𝐕−1(𝛅)

The matrix P satisfies the following relationships 𝐏(𝛅)𝐕(𝛅)𝐏(𝛅)=𝐏(𝛅) and 𝐏(𝛅)𝐗=
𝟎𝑛. The REML estimator maximize the log likelihood function ℓ𝑅(𝛅;𝐲)=log𝑓𝑅(𝛅;𝐲) 
using Fisher scoring algorithm. In this algorithm scoring vectors that has the form 
𝑆𝑅(𝛅)=𝜕ℓ𝑅(𝛅;𝐲)/𝜕𝛅 and the Fisher information matrix that has the form

ℑ𝑅 𝛅 = −𝐸
𝜕2𝓁𝑅 𝛿; 𝑦

𝜕𝛿𝜕𝛿′
= (ℑ𝑟𝑠

𝑅 𝛅 )
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Fisher scoring algorithm for spatio-temporal model

The first order derivative of ℓ𝑅(𝛅;𝐲), with respect of δr can be given as 
below.

𝑆𝑟
𝑅 𝛅 = −

1

2
𝑡𝑟 𝐏 𝛅

𝜕𝐕 𝛅

𝜕𝛿𝑟
+

1

2
𝐲𝑇𝐏(𝛅)

𝜕𝐕 𝛅

𝜕𝛿𝑟
𝐏(𝛅)𝐲

The element indexed by (r,s) in the Fisher information matrix can be 
expressed as

ℑ𝑟𝑠
𝑅 𝛅 =

1

2
𝑡𝑟 𝐏(𝛅)

𝜕𝐕(𝛅)

𝜕𝛿𝑟
𝐏(𝛅)

𝜕𝐕(𝛅)

𝜕𝛿𝑠

The scoring algorithm procedure assumes, that the variance component 
vector converges to the common value, using the iterative procedure as 
follows

𝜹(𝑘+1) = 𝜹(𝑘) + ℑ𝑟𝑠
𝑅 (𝜹(𝑘))𝑆𝑅(𝜹(𝑘))
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Determining the MSE of spatio-temporal estimates using 
parametric bootstrap method.

The estimation of MSE of spatio-temporal estimator was determined using the 
parametric bootstrap method included in sae package. This method can be 
summarized as follows:

1. Using the available data {(  𝜃𝑑𝑡
𝐷𝐼𝑅 , 𝑥𝑑𝑡) , t=1,..,T, d=1,…,D} obtain the estimates of 

the STFH model and obtain model parameter estimates for β and δ.

2.Generate bootstrap area effects {𝑢1𝑑
∗(𝑏)

, d=1,…,D } from the SAR process, using

(  𝜎1
2,  𝜌1) as true values of (𝜎1

2, 𝜌1)

3. Independently of {𝑢1𝑑
∗(𝑏)

} and independently for each d, generate bootstrap 

time effects {𝑢2𝑑𝑡
∗(𝑏)

, t=1,…,T } from the AR(1) process, with acting (  𝜎2
2,  𝜌2) as true 

values of parameters (𝜎2
2, 𝜌2)

4. Calculate true bootstrap quantities, using the formula

𝜃𝑑𝑡
∗(𝑏)

= 𝐱𝑑𝑡
𝑇 𝛽 + 𝑢1𝑑

∗(𝑏)
+ 𝑢2𝑑𝑡

∗(𝑏)
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Determining the MSE of spatio-temporal estimates using 
parametric bootstrap method – 2nd part of algorithm

5. Generate errors 𝑒𝑑𝑡
∗(𝑏)

~
𝑖𝑛𝑑𝑁(0, 𝜓𝑑𝑡) and obtain bootstrap data from the 

sampling model, 

 𝜃𝑑𝑡
𝐷𝐼𝑅∗(𝑏)

= 𝜃𝑑𝑡
∗(𝑏)

+ 𝑒𝑑𝑡
∗(𝑏)

6. Using the new bootstrap data {(  𝜃𝑑𝑡
𝐷𝐼𝑅∗(𝑏)

, 𝑥𝑑𝑡), t=1,..,T, d=1,…,D} determine the 

estimates of STFH model and obtain the bootstrap EBLUPs, 

 𝜃𝑑𝑡
∗(𝑏)

= 𝐱𝑑𝑡
𝑇  𝛽∗(𝑏) +  𝑢1𝑑

∗(𝑏)
+  𝑢2𝑑𝑡

∗(𝑏)

7. Repeat steps (1)-(6) for b = 1, ... ,B , where B is a large number.

8. The parametric bootstrap MSE estimates are given by.

𝑚𝑠𝑒  𝜃𝑑𝑡 =
1

𝐵
 

𝑏=1

𝐵

 𝜃𝑑𝑡
∗(𝑏)

− 𝜃𝑑𝑡
∗(𝑏) 2
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Diagnostics of Rao-Yu model and spatio-temporal model of 
income from social security benefits based on sample and 
administrative data for 2003-2011 years

Model/ explanatory variable
Coefficient 

estimates

Standard error
t-statistics p-value

Rao-Yu model  𝜎2
2 = 91.169 𝜎1

2 =98.381 𝜌2=0.4586

Intercept 42.7990 15.1360 2.8276 0.0047

Average monthly gross wages 

and salaries 0.0083 0.0115 0.7164 0.4738

Average retirements pay 0.1648 0.0235 7.0148 0.0000

GDP per capita (Poland 100%) -0.2901 0.1569 -1.8487 0.0645

Spatio-temporal model 𝜎2
2 = 91.046  𝜎1

2 =72.305 𝜌1 =0.7991 𝜌2=0.4288

Intercept 52.0950 16.7740 3.1058 0.0019

Average monthly gross wages 

and salaries 0.0164 0.0116 1.4170 0.1565

Average retirements pay 0.1477 0.0235 6.2917 0.0000

GDP per capita (Poland 100%) -0.3955 0.1445 -2.7374 0.0062
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Estimation results for income from social security benefits by region (direct 
estimates, ordinary EBLUP, Rao-Yu EBLUP and spatio-temporal estimate) in 
Poland for 2011 year

Region

Direct estimate
EBLUP estimate

Rao-Yu estimate
Spatio-temporal estimate

Value REE Value REE Value REE

Time-

related 

random 

effect

Value REE

Time-

related 

random 

effect

zł % zł % zł % zł zł % Zł

Dolnośląskie 315.43 3.15 314.28 2.71 320.99 2.38 -4.534 321.34 2.52 -5.277

Kujawsko-Pomor. 290.86 4.12 295.48 3.27 285.82 2.92 -1.605 285.53 2.64 -0.753

Lubelskie 293.67 1.58 292.69 1.58 292.60 1.47 -1.980 292.70 1.46 -2.046

Lubuskie 341.59 6.63 305.30 3.95 311.14 3.53 5.759 311.89 3.15 5.322

Łódzkie 325.03 3.46 311.73 2.94 322.08 2.53 8.534 321.14 2.48 8.999

Małopolskie 303.54 2.94 306.04 2.54 302.91 2.36 -4.027 303.04 2.24 -3.915

Mazowieckie 289.62 2.32 289.31 2.41 297.11 1.98 -17.887 296.90 1.81 -16.814

Opolskie 301.51 9.07 314.45 3.78 322.61 3.29 -1.428 323.49 3.41 -2.227

Podkarpackie 286.56 2.56 285.20 2.40 286.09 2.15 2.961 285.92 1.86 3.235

Podlaskie 286.75 0.43 286.84 0.43 286.79 0.43 -4.907 286.79 0.36 -4.303

Pomorskie 278.48 5.70 299.42 3.55 297.46 3.17 -6.712 297.02 3.02 -6.393

Śląskie 390.99 1.43 389.81 1.48 388.78 1.30 5.453 388.66 1.30 6.261

Świętokrzyskie 309.59 4.52 299.08 3.37 299.75 3.03 4.204 300.03 2.83 3.940

Warm.-Mazurskie 273.84 5.94 288.56 3.74 285.54 3.28 -1.284 283.64 3.20 0.139

Wielkopolskie 289.86 2.03 292.30 1.99 291.94 1.81 -5.454 292.23 1.61 -6.752

Zach.-pomorskie 305.48 6.39 308.96 3.59 317.75 3.31 0.218 316.74 3.16 0.316
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Estimation results for income from social security benefits by region (direct 
estimates, spatial EBLUP, Rao-Yu EBLUP and spatio-temporal estimate) in 
Poland for 2011 year

Region
Direct estimate

Spatial EBLUP 

estimate

Rao-Yu estimate Spatio-temporal 

estimate

Value REE Value REE Value REE Value REE

zł % zł % zł % zł %

Dolnośląskie 315.43 3.15 314.25 3.01 320.99 2.38 321.34 2.52

Kujawsko-Pomor. 290.86 4.12 292.73 3.58 285.82 2.92 285.53 2.64

Lubelskie 293.67 1.58 292.67 1.66 292.60 1.47 292.70 1.46

Lubuskie 341.59 6.63 302.03 4.46 311.14 3.53 311.89 3.15

Łódzkie 325.03 3.46 311.33 3.21 322.08 2.53 321.14 2.48

Małopolskie 303.54 2.94 308.70 2.75 302.91 2.36 303.04 2.24

Mazowieckie 289.62 2.32 289.29 2.62 297.11 1.98 296.90 1.81

Opolskie 301.51 9.07 317.78 4.14 322.61 3.29 323.49 3.41

Podkarpackie 286.56 2.56 286.35 2.56 286.09 2.15 285.92 1.86

Podlaskie 286.75 0.43 286.82 0.43 286.79 0.43 286.79 0.36

Pomorskie 278.48 5.70 293.79 4.32 297.46 3.17 297.02 3.02

Śląskie 390.99 1.43 389.90 1.55 388.78 1.30 388.66 1.30

Świętokrzyskie 309.59 4.52 302.13 3.51 299.75 3.03 300.03 2.83

Warm.-Mazurskie 273.84 5.94 283.16 4.17 285.54 3.28 283.64 3.20

Wielkopolskie 289.86 2.03 292.84 2.09 291.94 1.81 292.23 1.61

Zach.-pomorskie 305.48 6.39 304.76 4.41 317.75 3.31 316.74 3.16
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REE reduction estimation results for income from social security benefits by 
region (ordinary EBLUP, spatial EBLUP, Rao-Yu EBLUP and spatio-temporal 
estimate) in Poland for 2011 year

Region

EBLUP
Spatial EBLUP 

estimate

Rao-Yu estimate Spatio-temporal 

estimate

REE 

reduction

REE 

reduction

Spatial 

related 

REE 

reduction

REE 

reduction

Time-

related 

REE 

reduction

REE 

reduction

Spatio-

temporal 

related 

REE 

reduction

Dolnośląskie 1.1607 1.0462 0.9014 1.3225 1.1394 1.2517 1.0784

Kujawsko-Pomor. 1.2614 1.1501 0.9118 1.4116 1.1191 1.5627 1.2389

Lubelskie 0.9988 0.9484 0.9495 1.0760 1.0773 1.0841 1.0854

Lubuskie 1.6803 1.4860 0.8843 1.8792 1.1183 2.1051 1.2528

Łódzkie 1.1774 1.0802 0.9174 1.3711 1.1645 1.3954 1.1851

Małopolskie 1.1566 1.0697 0.9249 1.2449 1.0764 1.3102 1.1328

Mazowieckie 0.9627 0.8869 0.9213 1.1695 1.2149 1.2797 1.3293

Opolskie 2.3983 2.1911 0.9136 2.7535 1.1481 2.6582 1.1084

Podkarpackie 1.0677 1.0000 0.9366 1.1910 1.1155 1.3773 1.2900

Podlaskie 1.0009 0.9963 0.9954 1.0043 1.0034 1.1954 1.1943

Pomorskie 1.6039 1.3200 0.8230 1.7968 1.1202 1.8904 1.1786

Śląskie 0.9649 0.9209 0.9545 1.0976 1.1376 1.0991 1.1391

Świętokrzyskie 1.3398 1.2872 0.9607 1.4916 1.1132 1.5969 1.1919

Warm.-Mazurskie 1.5878 1.4240 0.8969 1.8080 1.1387 1.8541 1.1677

Wielkopolskie 1.0221 0.9718 0.9508 1.1243 1.1000 1.2657 1.2383

Zach.-pomorskie 1.7820 1.4503 0.8139 1.9298 1.0829 2.0238 1.1357
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Scatterplot for estimation of results obtained using direct estimates, 
EBLUP models, spatial EBLUP models, Rao-Yu models and spatio-
temporal model for income from social security benefits by region in 
Poland for 2003-2011 years

.
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Distribution for estimation of relative estimation error (REE) – left - and 
REE reduction – right - obtained using direct estimates, EBLUP models, 
spatial EBLUP models, Rao-Yu models and spatio-temporal model for 
income from social security benefits by region in Poland for 2003-2011 
years

.
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Distribution for estimation of relative estimation error (REE) 
reduction due to spatial or time or space-time obtained using spatial 
EBLUP models, Rao-Yu models and spatio-temporal model for income 
from social security benefits by region in Poland for 2003-2011 years

.
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Left - Choropleth maps for estimation of random effects related with space for 
spatial EBLUP models
Right - Choropleth map for estimation of random effects related with space (u1) for 
spatio-temporal model 
for income from social security benefits by region in Poland for 2003-2011 years

.
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Left - Distributions of random effects related with time (u2) for Rao-Yu 
model and spatio-temporal models (top- Rao-Yu, bottom-spatio-temporal)  
Right - scatterplot for random effects related with time (u2) for spatio-
temporal model and Rao-Yu model
obtained for income from social security benefits for 2003-2011 years

.
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Conclusions

The presentation shows a procedure of efficient estimation for small areas based 
on the application of the spatio-temporal model to the general linear mixed 
model with spatially correlated random effects and significant correlation with 
time. In particular, the spatial Simultaneous Autoregressive Process, using spatial 
neighborhood as auxiliary information and AR(1) process for time-related 
random error, was incorporated into the estimation process. The efficiency of the 
proposed method was proven on the basis of real-world examples prepared for 
the Polish data coming from the Household Budget Survey and the administrative 
data. The comparison of relative estimation error distribution and REE reduction 
shows that all the considered model-based techniques are significantly more 
efficient than the direct estimation one, however spatio-temporal and Rao-Yu 
technique shows more REE reduction than the other model techniques. The 
calculations, where some additional assumptions on the spatial relationships 
were made, also confirm efficiency gains for spatial-based estimators. However, 
such a correspondence does not always occur for all the years, so one should be 
conscious that for lower ρ2 values the benefit of using the spatial method may be 
ambiguous.
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Conclusions

The presented spatio-temporal model improves the precision of small-area 
estimates not only in relation to direct estimates, what is easy to obtain, but also 
in comparison with other indirect techniques based on small-area models, also 
ordinary spatial EBLUP. That small area model approach, using spatio-temporal 
EBLUP procedures based on a general linear mixed model, presents a well-known 
advantage of taking into account the between-area variation beyond that 
explained by the auxiliary variables included in classical regression models.

Further benefits can be expected when time-dependent nonlinear relationships 
are taken into account, for example such as GARCH relationships or nonlinear 
dependence on explanatory variables. Previously conducted analysis of nonlinear 
models (see Jędrzejczak, Kubacki (2016), Jędrzejczak, Kubacki (2017)) may be a 
starting point for more detailed comparisons between Rao-Yu method, nonlinear 
models and econometric panel models.
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